
Chapter 44

The CRAY-1 Computer System^

Richard M. Russell

This paper describes the CRAY-1, discusses the evolution of its architec-

ture, and gives an account of some of the problems that were overcome

during its manufacture.

The CRAY-1 is the only computer to have been built to date that satisfies

ERDA's Class VI requirement (a computer capable of processing from 20

to 60 million floating point operations per second) [Keller 1976],

The CRAY-l's Fortran compiler (cft) is designed to give the scientific

user immediate access to the benefits of the CRAY-l's vector processing

architecture. An optimizing compiler, CFT, "vectorizes" innermost DO

loops. Compatible with the ANSI 1966 Fortran Standard and with many

commonly supported Fortran extensions, cft does not require any source

program modifications or the use of additional nonstandard Fortran

statements to achieve vectorization. Thus the user's investment of

hundreds of man months of effort to develop Fortran programs for other

contemporary computers is protected.

Introduction

Vector processors are not yet commonplace machines in the

larger-scale computer market. At the time of this writing we know

of only 12 non-CRAY-1 vector processor installations worldwide.

Of these 12, the most powerful processor is the ILLIAC IV (1

installation), the most populous is the Texas Instruments Ad-

vanced Scientific Computer (7 installations) and the most publi-

cized is Control Data's STAR 100 (4 installations). In its report on

the CRAY-1, Auerbach Computer Technology Reports published

a comparison of the CRAY-1, the ASC, and the STAR 100

[Auerbach, n.d.]. The CRAY-1 is shown to be a more powerful

computer than any of its main competitors and is estimated to be

the equivalent of five IBM 370/195s.

Independent benchmark studies have shown the CRAY-1 fully

capable of supporting computational rates of 138 million floating-

point operations per second (mflops) for sustained periods and

even higher rates of 250 mflops in short bursts [Calahan, Joy, and

Orbits, n.d.; Reeves, 1975], Such comparatively high perform-

ance results from the CRAY-1 internal architecture, which is

designed to accommodate the computational needs of carrying out

many calculations in discrete steps, with each step producing

interim results used in subsequent steps. Through a technique

called "chaining," the CRAY-1 vector functional units, in combina-

tion with scalar and vector registers, generate interim results and
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use them again immediately without additional memory referenc-

es, which slow down the computational process in other contem-

porary computer systems.

Other features enhancing the CRAY-l's computational capabili-

ties are: its small size, which reduces distances electrical signals

must travel within the computer's framework and allows a 12.5

nanosecond clock period (the CRAY-1 is the world's fastest scalar

processor); a one million word semiconductor memory equipped
with error detection and correction logic (secded); its 64-bit word

size; and its optimizing Fortran compiler.

Architecture

The CRAY-1 has been called "the world's most expensive

love-seat" [Computer World, 1976]. Certainly, most people's first

reaction to the CRAY-1 is that it is so small. But in computer

design it is a truism that smaller means faster. The greater the

separation of components, the longer the time taken for a signal to

pass between them. A cyclindrical shape was chosen for the

CRAY-1 in order to keep wiring distances small.

Figure 1 shows the physical dimensions of the machine. The

mainframe is composed of 12 wedgelike columns arranged in a

270° arc. This leaves room for a reasonably trim individual to gain

access to the interior of the machine. Note that the love-seat

disguises the power supplies and some plumbing for the Freon

cooling system. The photographs (Figs. 2 and 3) show the interior

of a working CRAY-1 and an interior view of a column with one

module in place. Figure 4 is a photograph of a single module.

An Analysis of the Architecture

Table 1 details important characteristics of the CRAY-1 Computer

System. The CRAY-1 is equipped with 12 i/o channels, 16 memory
banks, 12 functional units, and more than 4K bytes of register

storage. Access to memory is shared by the i/o channels and

high-speed registers. The most striking features of the CRAY-1

are; only four chip types, main memory speed, cooling system,

and computation section.

Four Chip Types

Only four chip types are used to build the CRAY-1. These are 16

X 4 bit bipolar register chips (6 nanosecond cycle time), 1024 x 1

bit bipolar memory chips (50 nanosecond cycle time), and bipolar

logic chips with subnanosecond propagation times. The logic chips

are all simple low- or high-speed gates with both a 5 wide and a 4

wide gate (5/4 nand). Emitter-coupled logic circuit (ecl) technol-

ogy is used throughout the CRAY-1.
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 Dimensions

Base- 103} inches diameter by 19 inches high

Columns — 56} inches diameter by 77 inches high including

height of base
- 24 chassis

-1662 modules; 113 module types

-Each module contains up to 288 IC packages per module

-Power consumption approximately 115 kw input for maximum

memory size

-Freon cooled with Freon/water heat exchange
-Three memory options

-Weight 10,500 lbs (maximum memory size)

-Three basic chip types

5/4 NAND gates

Memory chips

Register chips

Fig. 1 . Physical organization of mainframe.

The printed circuit board used in the CRAY-1 is a 5-layer board

with the two outer surfaces used for signal runs and the three

inner layers for -5.2V, -2.0V, and ground power supplies. The

boards are six inches wide, 8 inches long, and fit into the chassis,

as shown in Fig. 3.

All integrated circuit devices used in the CRAY-1 are packed in

16-pin hermetically sealed flat packs supplied by both Fairchild

and Motorola. This type of package was chosen for its reliability

and compactness. Compactness is of special importance; as many
as 288 packages may be added to a board to fabricate a module

(there are 113 module types), and as many as 72 modules may be

inserted into a 28-inch-high chassis. Such component densities

evitably lead to a mammoth cooling problem (to be described).

Main lUlemory Speed

CRAY-1 memory is organized in 16 banks, 72 modules per bank.

Each module contributes 1 bit to a 64-bit word. The other 8 bits

Fig. 2. The CRAY-1 computer.

mmkiL^v-:

Fig. 3. CRAY-1 modules in place.
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Table 1 CRAY-1 CPU Characteristics Summary

Computation Section

Scalar and vector processing modes
12.5 nanosecond clock period operation
64-bit word size

Integer and floating-point arithmetic

Twelve fully segmented functional units

Eight 24-bit address (A) registers

Sixty-four 24-bit intermediate address ('S^ registers

Eight 64-bit scalar (S) registers

Sixty-four 64-bit intermediate scalar (T^ registers

Eight 64-element vector CVj registers (64-bits per element)

Vector length and vector mask registers

One 64-bit real time clock (RT) register

Four instruction buffers of sixty-four 16-bit parcels each

128 basic instructions

Prioritized interrupt control

Memory Section

1,048,576 64-bit words (plus 8 check bits per word)
16 independent banks of 65,536 words each

4 clock period bank cycle time

1 word per clock period transfer rate for B, T, and V registers

1 word per 2 clock periods transfer rate for A and S registers

4 words per clock period transfer rate to instruction buffers (up to

16 instructions per clock period)

i/o Section

24 i/o channels organized into four 6-channel groups
Each channel group contains either 6 input or 6 output channels

Each channel group served by memory every 4 clock periods
Channel priority within each channel group
16 data bits, 3 control bits per channel, and 4 parity bits

Maximum channel rate of one 64-bit word every 1 00 nanoseconds

Maximum data streaming rate of 500,000 64-bit words/second

Channel error detection

are used to store an 8-bit check byte required for single-bit error

correction, double-bit error detection (secded). Data words are

stored in 1-bank increments throughout memory. This organiza-

tion allows 16-way interleaving of memory accesses and prevents
bank conflicts except in the case of memory accesses that step

through memory with either an 8 or 16-word increment.

Cooling System

The CRAY-1 generates about four times as much heat per cubic

inch as the 7600. To cool the CRAY-1 a new cooling technology
was developed, also based on Freon, but employing available

metal conductors in a new way. Within each chassis vertical

aluminum/stainless steel cooling bars line each column wall. The

Freon refrigerant is passed through a stainless steel tube within

the aluminum casing. When modules are in place, heat is

dissipated through the inner copper heat transfer plate in the
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Fig. 4. A single module.

module to the column walls and thence into the cooling bars. The

modules are mated with the cold bar by using stainless steel pins

to pinch the copper plate against the aluminum outer casing of the

bar.

To assure component reliability, the cooling system was

designed to provide a maximum case temperature of 130°F (54°C).

To meet this goal, the following temperature differentials are

observed:

Temperature at center of module

Temperature at edge of module

Cold plate temperature at wedge

Cold bar temperature

Refrigerant tube temperature

Functional Units

130°F{54°C)

118°F(48°C)

78°F(25°C)

70°F(2rC)

70°F(2rC)

There are 12 functional units, organized in four groups: address,

scalar, vector, and floating point. Each functional unit is pipelined
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Table 2 CRAY-1 Functional Units
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and vector mask (VM) registers, the program counter (P), the base

address (BA) and limit address (LA) registers, the exchange
address (XA) register, the flag (F) register, and the mode (M)

register.

VM register
—the 64-bit vector mask (VM) register controls

vector element designation in vector merge and test instructions.

Each bit of the VM register corresponds to a vector register

element. In the vector test instruction, the VM register content is

defined by testing each element of a V register for a specific

condition.

P register
—the 24-bit P register specifies the memory register

parcel address of the current program instruction. The high order

22 bits specify a memory address and the low order two bits

indicate a parcel number. This parcel address is advanced by one

as each instruction parcel in a nonbranching sequence is executed

and is replaced whenever program branching occurs.

BA registers
—the 18-bit base address (BA) register contains the

upper 18 bits of a 22-bit memory address. The lower four bits of

this address are considered zeros. Just prior to initial or continued

execution of a program, a process known as the "exchange

sequence" stores into the BA register the upper 18 bits of the

lowest memory address to be referenced during program execu-

tion. As the program executes, the address portion of each

instruction referencing memory has its content added to that of

the BA register. The sum then serves as the absolute address used

for the memory reference and ensures that memory addresses

lower than the contents of the BA register are not accessed.

Programs must, therefore, have all instructions referencing

memory do so with their address portions containing relative

addresses. This process supports program loading and memory
protection operations and does not, in producing an absolute

address, affect the content of the instruction buffer, BA, or

memory.
LA register

—the 18-bit limit address (LA) register contains the

upper 18 bits of a 22-bit memory address. The lower 4 bits of this

address are considered zeros. Just prior to initial or continued

execution of a program, the "exchange sequence" process stores

into the LA register the upper 18 bits of that absolute address one

greater than allowed to be referenced by the program. When
program execution begins, each instruction referencing a memory
location has the absolute address for that reference (determined

by summing its address portion with the BA register contents)

checked against the LA register content. If the absolute address

equals or exceeds the LA register content, an out-of-range error

condition is flagged and program execution terminates. This

process supports the memory protection operation.

XA register
—the 8-bit exchange address (XA) register contains

the upper eight bits of a 12-bit memory address. The lower four

bits of the address are considered zeros. Because only twelve bits

are used, with the lower four bits always being zeros, exchange

addresses can reference only every 16th memory address

beginning with address 0000 and concluding with address 4080.

Each of these addresses designates the first word of a 16-word

set. Thus, 256 sets (of 16 memory words each) can be specified.

Prior to initiation or continuation of a program's execution, the

XA register contains the first memory address of a particular 16-

word set or exchange package. The exchange package contains

certain operating and support registers' contents as required
for operations following an interrupt. The XA register supports
the exchange sequence operation and the contents of XA are

stored in an exchange package whenever an exchange sequence
occurs.

F register
—the 9-bit F register contains flags that, whenever

set, indicate interrupt conditions causing initiation of an exchange

sequence. The interrupt conditions are: normal exit, error exit, i/o

interrupt, uncorrected memory error, program range error,

operand range error, floating-point overflow, real-time clock

interrupt, and console interrupt.

M register
—the M (mode) register is a three-bit register that

contains part of the exchange package for a currently active

program. The three bits are selectively set during an exchange

sequence. Bit 37, the floating-point error mode flag, can be set or

cleared during the execution interval for a program through use of

the 0021 and 0022 instructions. The other two bits (bits 38 and 39)

are not altered during the execution interval for the exchange

package and can only be altered when the exchange package is

inactive in storage. Bits are assigned as follows in word two of the

exchange package.

Bit 37—Floating-point error mode flag. When this bit is set,

interrupts on floating-point errors are enabled.

Bit 38—Uncorrectable memory error mode flag. When this big
is set, interrupts on uncorrectable memory parity errors are

enabled.

Bit 39—Monitor mode flag. When this bit is set, all interrupts

other than parity errors are inhibited.

Integer Arithmetic

All integer arithmetic is performed in 24-bit or 64-bit 2's

complement form.

Floating-Point Arithmetic

Floating-point numbers are represented in signed magnitude
form. The format is a packed signed binary fraction and a biased

binary integer exponent. The fraction is a 49-bit signed magnitude
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value. The exponent is 15-bit biased. The unbiased exponent

range is:

£-200008 to 2+'""8

or approximately

An exponent equal to or greater than 2*''''''''''8 is recognized by the

floating-point functional units as an overflow condition, and causes

an interrupt if floating point interrupts are enabled.

Chaining

The chaining technique takes advantage of the parallel operation

of functional units. Parallel vector operations may be processed in

two ways: (a) using difierent functional units and V registers, and

(b) chaining; that is, using the result stream to one vector register

simultaneously as the operand set for another operation in a

difiierent functional unit.

Parallel operations on vectors allow the generation of two or

more results per clock period. A vector operation either uses two

vector registers as sources of operands or uses one scalar register

and one vector register as sources of operands. Vectors exceeding
64 elements are processed in 64-element segments.

Basically, chaining is a phenomenon that occurs when results

issuing from one functional unit (at a rate of one/clock period) are

immediately fed into another functional unit and so on. In other

words, intermediate results do not have to be stored to memory
and can be used even before the vector operation that created

them runs to completion.

Chaining has been compared to the technique of "data

forwarding" used in the IBM 360/195. Like data forwarding,

chaining takes place automatically. Data forwarding consists of

hardware facilities within the 195 floating-point processor commu-

nicating automatically by transferring "name tags," or internal

codes between themselves [O'Murphy and Wade, 1970]. Unlike

the CRAY-1, the user has no access to the 195's data-forwarding

bufiFers. And, ofcourse, the 195 can only forward scalar values, not

entire vectors.

Interrupts and Exchange Sequence

Interrupts are handled cleanly by the CRAY-1 hardware. Instruc-

tion issue is terminated by the hardware upon detection of an

interrupt condition. All memory bank activity is allowed to

complete as are any vector instructions that are in execution, and

then an exchange sequence is activated. The Cray Operating

System (cos) is always one partner ofany exchange sequence. The
cause ofan interrupt is analyzed during an exchange sequence and

all interrupts are processed until none remain.

Only the address and scalar registers are maintained in a

program's exchange package (Fig. 6). The user's B, T, and V
registers are saved by the operating system in the user's Job Table

Area.

The CRAY-l's exchange sequence will be familiar to those who
have had experience with the CDC 7600 and Cyber machines.

One major benefit of the exchange sequence is the ease with
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which user jobs can be relocated in memory by the operating

system. On the CRAY-1, dynamic relocation of a user job is

facilitated by a base register that is transparent to the user.

Evolution of the CRAY-1

The CRAY-1 stems from a highly successful line of computers
which S. Cray either designed or was associated with. Mr. Cray
was one of the founders of Control Data Corporation. While

at CDC, Mr. Cray was the principal architect of the CDC
1604, 6600, and 7600 computer systems. While there are many
similarities with these earlier machines, two things stand out

about the CRAY-1: first it is a vector machine; second it

utilizes semiconductor memories and integrated circuits rather

than magnetic cores and discrete components. We classify the

CRAY-1 as a second generation vector processor. The CDC
STAR lOOA and the Texas Instruments ASC are first-generation

vector processors.

Both the STAR 100 and the ASC are designed to handle long

vectors. Because of the startup time associated with data stream-

ing, vector length is of critical importance. Vectors have to be long
if the STAR 100 and the ASC vector processors are to be at all

competitive with a scalar processor [Calahan, Joy, and Orbits,

n.d.]. Another disadvantage of the STAR 100 architecture is that

elements of a "vector" are required to be in consecutive address-

es.

In contrast with these earlier designs, the CRAY-1 can be

termed a short vector machine. Whereas the others require vector

lengths of a 100 or more to be competitive with scalar processors,

the cross-over point between choosing scalar rather than vector

mode on the CRAY-1 is between 2 and 4 elements. This is

demonstrated by a comparison of scalar/vector timings for some

mathematical library routines shown in Fig. 7.'

Also, the CRAY-l's addressing scheme allows complete flexibili-

ty. When accessing a vector, the user simply specifies the starting

location and an increment. Arrays can be accessed by column,

row, or diagonal; they can be stepped through with nonunary

increments; and, there are no restrictions on addressing, except
that the increment must be a constant.

Vector Startup Times

To be efficient at processing short vectors, vector startup times

must be small. On the CRAY-1, vector instructions may issue at a

rate of one instruction parcel per clock period. All vector

COST
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Table 3 Execution Time In Clock Periods per Result for Various Simple DO
Loops of the Form

DO 10 I = 1,N
10 A(l) = B(I)



752 Part 3
I
Computer Classes Section 4

| Maxicomputers

General Eclipse computer in this category. The Cray Research

"A" processor, a 16-bit, 80 mips minicomputer is scheduled to

replace the Eclipse in early 1978. Front-end computers can be

attached to any of the CRAY-l's 12 i/o channels.

The physical connection between a front-end computer and the

CRAY-1 is shown in Fig. 8. In this example an IBM 370/168 is

assumed in the front-end role. Note that each computer requires a

channel adapter between its own channel and a Cray Research

phase-modulated long line. The link can only be driven at the

speed of its slowest component. In this example it is the IBM
block multiplexer channel speed of 3 megabytes/second. The

discipline of the link is governed by the Cray Link Interface

Protocol.

CRAY-1 Development Problems^

Two ofthe most significant problems encountered on the way to

the CRAY-1 were building the first cold bar and designing circuits

with a completely balanced dynamic load.

Building the Cold Bar

It took a year and a half of trial and error before the first good cold

bar was built. The work was done by a small Minnesota company.
A major problem was the discovery, quite early, that aluminum

castings are porous. If there is a crack in the stainless steel tubing

at the bond between the tubing and the elbow then the Freon

leaks through the aluminum casing. The loss of the Freon is not

itself a problem, but mixed with the Freon is a little oil, and the oil

can cause problems if it is deposited on the modules. Aluminum

also tends to get bubbles in it when it is cast, requiring a long

process of temperature cycling, preheating of the stainless steel

tube, and so on.

'This section on CRAY-1 development problems is based on remarks made

by Seymour Cray in a speech to prospective CRAY-1 users in 1975.

pf ^RAY-


