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sm00t.h combination to happen . 

R efl ec ting on our box a.nd magic paint programming met.aphors, we ca n see t hat 
in th ese worlds, procedures arc things which embody processes in their behavior. 
Here, t he processes a re represented by the paths of t he user's gestures as he 
const.ructs a configuration of objects on the screen . 

5 . Gesture System Hardware and Software 

Hardware Configuration 

We mounted a commercially avail able t.ransparent, resistive-film, touch-sensitive 
sc reen on t.he face of a color display monitor . T he touch sc reen is supported by 
four force- measur ing strain gauges ("load-cells") at t he fo ur corners of t he 
screens. The mechanical arrangement is 

We note that a touch screen that used a d ifferent arrangement to obtain some 
force information from strain gauges was built in the J 970's at the rv11T 
Archit.ecture Machin e Group. 

The load cells are mount.ed so t hat t hey supply useful force information through a 
0-10 lb. range for finger gestures , and are protected from damage due to 
overloading. To make the user feel that t hey a.re actually II tou ching- objects on 
t he screen, t he su rface touched by the user must be 3..<; close as poss ible to the 
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monitor face to prevent parallax problems. In this arrangement, the position 
sensitive panel floats about l/S- above the display surface. 

This is a block diagram of mechanical connections and information flow in our 
system. 

1 LISPM 1 •••••• >1 COLOR MONITOR 

,., 
• 
•••••••• 1 POSITION PANEL 

• 
• 
• 
•••• 1 FORCE SENSORS 

(- - -
Finger. 
Stylus 

Figure: Block Diagram 

Our gesture system software is written in LISP and runs on a LISP Machine. Raw 
position and load information is processed by the gesture software into recognized 
motions or gestures. The effects of the gestures on one of our gesture-interfaced 
environments is computed, and the LISP Machine color system creates the display 
seen through the transparent gesture sensing screen. 

Signal Processing 

A variety of smoothing and calibration strategies are necessary. 

The position screen reports a finger position with a nominal resolution of 4K x 
4K. The force sensor hardware reports 12 bits of force data from each of the four 
load cells. 

To get the display and touch screens into good registration, the system performs 
an initial calibration when it is turned on. This includes finding a linear scaling 
factor for the x and y position components, and finding x and y offsets. The x and 
y force offsets are also calculated. 

During operation, an asynchronous process interprets position inputs and four 
force sensor inputs in terms of finger gestures. This process looks for the initiation 
of a touch, waits until it has computed a trustworthy, filtered initial position, and 
then signals that a new gesture has begun. 

This process tracks the trajectory of the finger during a gesture. The tracking of 
touched positions is aided by a three-point median smoothing algorithm applied to 
the position data and by using continuity constraints derived from the force data. 
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The gesture process uses local continuity of the shear force magnitude and 
direction to ignore sudden position changes. Most. position readings that are 
associated with these sudden changes must be ignored, since finger trajectories on 
the screen are mechanically constrained (over short time scales) to have shear 
forces parallel to the direction of motion, and smooth rotation of shear at 
inflection points. 

Another asynchronous process recalibrates the force sensors every few seconds. 

The load cells are arranged at the corners of the screen: 

1---------------2 
I I 
I I 
I I 
I I 
I I 
3---------------4 

H the loads (corrected for zero force offset) on the load cells are 81, 82, 83, and 
84, the z-force (pressure) is: 

PRE8SURE = 81 + 82 + 83 + 84 

The components in the plane of the screen are: 

X-FORCE (horizontal) 
= (81 + 83) - (82 + 84) 

- zero· calibration offset 

Y-FORCE (vertical) 
= (81 + 82) - (83 + 84) 

- zero calibration offset 

We assume that the screen is flat, the load cells are at the corners, the load cells' 
data is not noisy, and the touch position from the position sensing screen (after 
smoothing) is correct. . 

There are no corrections for nonlinearity over the screen. There is noticeable 
nonlinearity, but it does not seem to affect gesture recognition and tracking. Thus 
the user has to -get the feel- of the screen, since tracking in the corners feels 
slightly different than in the center. We plan to correct for this. It may become 
more important if the system is trying to recognize more complex gestures than 
we have worked with so far.· 

We have gained an advantage in this setup from multiple sources of gesture 
information, e.g. the use of local continuity of forces to help track positions. We 
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could theoretically derive position from the force sensors, but- the touch-sensitive 
screen gives us higher position resolution and perhaps more reliability. We do not 
cross-check because this system worked well enough for our purposes. 

8. Future Directions 

Directions for Gesture Programming 

There are several force controlled gestures with which we have experimented 
briefly and on which we plan to do more w~>rk. 

An example is -flicking-. The user can send an object to another part of the 
screen by flicking it with the rmger, as in tiddlywinks. Shear is used to determine 
the direction of motion and the force determines the initial velocity of the object, 
which slows down by - friction - . 

We intend to create more application worlds to put into the Rooms. For example, 
we plan extensions to the Button Box, a gesture controlled kit for making treasure 
maps, and a button environment in which the buttons represent musical notes and 
phrases. 

We would like to study classes of gestures that are useful in systems intended for 
expert use, in other words, systems where the gestures may be useful once learned 
but are not as easy or obvious as the ones in our current repertoire. 

We see the need to do more careful motion studies, and to record more data 
about people's ability to use the gestures we recognize. There is already extensive 
literature in related areas, for example (Loomis 83]. We have several ideas for 
gestures we would like to recognize that make more use of force and force-time 
contours to express analog quantities. . We also plan to build a multiple rmger 
touch version of our current hardware to allow gestures that use more of the 
hand. 

We also intend to explore vision based gesture input, which allows the user much 
more freedom. There is ongoing research in this laboratory on real-time visual 
interpretation of whole body gesture as input to a motion and animation display 
(Hardebeck 84]. We may also explore recognition of hand gestures through vision 
of hand silhouettes. 

Directions for Information Layout 

This research has prompted the beginining of a project in this laboratory to 
develop schemes for using gestural input in -Information Spaces-. A prototype of 
an information organization system has been created that displays representations 
of file systems and large programs. There are objects displayed in these 
representations that are analogous to our logic gates and buttons. This system 
uses a modified mouse and recognizes more - iconic - gestures than the systems 
described in this paper. 
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The power of Logo, the most popular children's programming 
language, is unleashed as never before in this exciting new 
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* l...Jor· dp I a:~' game -:. : I i 1< e t"lad I i b-:., I,oJc,r' d:.c r am, Han gman, Ar' gu e , 
Animal Game, and more; 

* Story programs: Cartoon, Jack and Jil I, and RocKet Blast; 

* Games: Boxgame, Pacgame, Dungeon, Al ien, and others; 

* Turtle Geometry: including Turtle Race, Four Corner Turtles, 
Polycir'c, and anima.ted I ine dra~vings; 

* Music programs: for Melodies, Ear Training, Sound Effects 
and Naming Notes; 



* Other progr'amm i ng ideas: such as mak i ng an opera t i on for 
adding numbers, a small database manager, Mergesort, and 1 ines 
and mirrors; 

* Special features of Atari Logo: including Turtle Graphics, 
shapes, demons, and Turtle Coll isions. 

LOGO WORKS includes an entertaining preface by Marvin Minsky, 
one of the premier researchers in artificial intell igence--and 
a great Logo enthusiast. 

This book represents a major advance for the mill ions of Logo 
users--even those who don't have Atari Logo. It provides 
exciting appl ications, full descriptions of their development, 
and complete program 1 istings. Fully indexed, LOGO WOR~S is the 
most complete, instructive, and inspiring book on Atari Logo for 
everyone. 
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